
Chase Joyner

802 Homework 1

January 20, 2017

Consider the Gauss-Markov model

y = Xβ + ε, ε ∼ N
(
0, σ2I

)
,

where X ∈ Rn×(k+1) is of full-column rank (i.e., full rank with k + 1 < n) and both β and σ2 are
unknown. Let SSE denote the residual sum of squares from fitting this model.

1. Derive the maximum likelihood estimator of β and σ2.

Solution: The likelihood function is N(Xβ, σ2I), i.e.

L
(
β, σ2 | y

)
∝
(
σ2
)−n

2 exp

{
− 1

2σ2
(y −Xβ)′(y −Xβ)

}
.

Then, the log likelihood function is

`
(
β, σ2 | y

)
∝ −n

2
log σ2 − 1

2σ2
(y −Xβ)′(y −Xβ)

∝ −n
2

log σ2 − 1

2σ2

[
y′y − 2β′X′y + β′X′Xβ

]
Differentiating the log likelihood function above, we have

d`

dβ
=

1

σ2
X′y − 1

σ2
X′Xβ

d`

dσ2
= −n

2

1

σ2
+

1

2
(
σ2
)2 (y −Xβ)′(y −Xβ).

Setting these partial derivatives equal to zero and solving, the MLEs are

β̂ =
(
X′X

)−1
X′y

σ̂2 =
1

n

(
y −Xβ̂

)′ (
y −Xβ̂

)
=
SSE

n
.
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2. Check whether or not the MLE of σ2 is unbiased. If not, modify the MLE to get an unbiased
estimator of σ2.

Solution: We will show the MLE of σ2 is biased. First, notice that

SSE =
(
y −Xβ̂

)′ (
y −Xβ̂

)
= y′y − β̂′X′y = y′

(
I−X(X′X)−1X′

)
y.

Therefore, by a known result, we have that

E[SSE] = tr
[(

I−X(X′X)−1X′
)
σ2I
]

+ β′X′
(
I−X(X′X)−1X′

)
Xβ

= σ2tr(I)− σ2tr
(
X(X′X)−1X′

)
+ 0

= σ2 · n− σ2 · rank(X) (1)

= σ2 · n− σ2 · (k + 1)

= σ2(n− k − 1),

where (1) follows since X(X′X)−1X′ is a projection matrix onto C(X). Thus, we have

E
[
σ̂2
]

= E

[
SSE

n

]
=

1

n
E[SSE] =

n− k − 1

n
σ2

and hence the MLE is biased. Notice that if we change the MLE to

σ̂2 =
1

n− k − 1
SSE

then it will be an unbiased estimator of σ2.

3. Derive the distribution of SSE/σ2.

Solution: Notice that y ∼ N(Xβ, σ2I). Also, let

A =
(
I−X(X′X)−1X′

)
and so from the first argument in part 2., we have

SSE

σ2
=

1

σ2
y′Ay.

Next, we show A is idempotent. Notice that

AA =
(
I−X(X′X)−1X′

)(
I−X(X′X)−1X′

)
= I− 2X(X′X)−1X′ + X(X′X)−1X′X(X′X)−1X′

= I−X(X′X)−1X′

= A.

Thus, A is idempontent and has rank n− k − 1. Lastly, the noncentrality parameter is

1

2σ2
β′X′AXβ = 0

and so the distribution of SSE/σ2 is

SSE

σ2
∼ χ2

n−k−1.
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4. Partition the design matrix X as X = (X1,X2), where X2 ∈ Rn×h, h ≥ 1. Keeping confor-
mity, partition βT = (βT1 ,β

T
2 ), as well. Let SSE1 denote the residual of squares obtained by

fitting y = X1β
?
1 + ε.

(a) Show that SSE1 ≥ SSE.

Solution: First notice that we write

SSE = y′(I−PC(X))y

SSE1 = y′(I−PC(X1))y.

Recall in class that we showed

PC(X) = PC(X1) + PC(X)∩C⊥(X1)

and from here it follows that

PC(X) −PC(X1) = PC(X)∩C⊥(X1).

Using the property that all projection matrices are positive semidefinite, we have

SSE1 − SSE = y′(PC(X) −PC(X1))y = y′PC(X)∩C⊥(X1)y ≥ 0.

Therefore, we see that
SSE1 ≥ SSE.

(b) Show that (SSE1 − SSE)/σ2 has a χ2 distribution. Find the degrees of freedom and
the noncentrality parameter.

Solution: By part (a), we see that

SSE1 − SSE
σ2

=
1

σ2
y′PC(X)∩C⊥(X1)y ∼ χ

2
d(p)

since PC(X)∩C⊥(X1) is a projection matrix and is therefore idempotent. The degrees
of freedom d is given by

d = rank(PC(X)∩C⊥(X1)) = tr
(
PC(X)

)
− tr

(
PC(X1)

)
= rank(X)− rank(X1) = h.

The noncentrality parameter p is

p =
1

2σ2
β′X′PC(X)∩C⊥(X1)Xβ

=
1

2σ2
β′2X

′
2X2β2.
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(c) Show that SSE and SSE1 − SSE are independent.

Solution: Again notice that we can write

SSE = y′(I−X(X′X)−1X′)y = y′(I−PC(X))y

SSE1 − SSE = y′(X(X′X)−1X′ −X1(X
′
1X1)

−1X′1)y = y′PC(X)∩C⊥(X1)y.

Then, it is a known result that since y ∼ N(Xβ, σ2I), these are independent if and
only if

(I−PC(X)) · σ2I ·PC(X)∩C⊥(X1) = 0

⇐⇒ (I−PC(X))PC(X)∩C⊥(X1) = 0.

This is clear since C(X) ∩ C⊥(X1) ⊆ C(X) and (I−PC(X)) = PC⊥(X).

(d) Derive the likelihood ratio test statistic to test the hypothesis H0 : β2 = 0 vs H1 : β2 6= 0.

Solution: First notice that the MLE for σ2 is a function of β̂1 and β̂2. Therefore,
under the null hypothesis,

σ̂20 = SSE1/n.

Then, the likelihood ratio test statistic for this hypothesis is given by

Λ(y) =
L
(
β̂1,0, σ̂20 | y

)
L
(
β̂1, β̂2, σ̂2 | y

) =

(
σ̂20

)−n
2

exp
{
− 1

2σ̂2
0

(y −X1β̂1)
′(y −X1β̂1)

}
(
σ̂2
)−n

2
exp

{
− 1

2σ̂2
(y −Xβ̂)′(y −Xβ̂)

}
=

(
SSE1

SSE

)−n
2 exp

{
−n

2

}
exp

{
−n

2

} =

(
SSE1

SSE

)−n
2

.

(e) Explicitly derive the level α rejection region of this likelihood ratio test.

Solution: Notice that we can rewrite the likelihood ratio test as

Λ(y) =

(
SSE1

SSE

)−n
2

=

(
SSE1 − SSE

SSE
+ 1

)−n
2

=

(
(SSE1 − SSE)/h

SSE/(n− k − 1)
· h

n− k − 1
+ 1

)−n
2

=

(
h

n− k − 1
· Fh,n−k−1 + 1

)−n
2

where we get the central Fh,n−k−1 statistic using the previous parts and the fact
that under the null, the centrality parameter p in part (b) is 0. Then, we notice
that the likelihood ratio test statistic is monotone decreasing in the F statistic. As
a consequence, high values of Fh,n−k−1 favors the full model, and reduces the value
of Λ(y), which also favors the full model. Therefore, they are equivalent tests and
so the level α rejection region is given by F1−α,h,n−k−1 since everything else is just
constant.

4


